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Optimize HPC storage 
resources with a 

holistic orchestration 
and management. 

• High I/O interference
Numerous applications compete over HPC’s storage resources, 
causing I/O interference and performance degradation.

• Complex I/O stack
HPC infrastructures’ complexity hinders the end-to-end control 
of I/O flows and the enforcement of global optimizations.

- Control plane: logically centralized entity with system-wide      
visibility that defines the control logic.

- Data plane: applies the control logic defined by the control 
plane over the I/O flows of applications. 

• The current prototype follows a hierarchical design 
with global and local controllers. It is integrated with 
a state-of-the-art data plane solution[1].

• The global controller has system-wide visibility and 
orchestrates storage services by collecting 
monitoring metrics and enforcing new policies.

• The local controllers are responsible for managing 
locally deployed stages, by disseminating requests 
from the global controller to the stages and 
aggregate results, offloading some of the global 
controller's work.

• Initial testing showed that it can enforce simple 
control algorithms (e.g., limit App1 metadata to X
IOPS) and manage up to 1,000 compute nodes.

• Assess the scalability limits of the 
current prototype through 
further testing.

• Research and explore ways to 
expand the solution to meet the 
scale requirements of HPC.

• Examine fault-tolerance protocols 
and existing solutions to enhance 
the dependability of the control 
plane design.

• Explore new use cases and 
control algorithms.

Problem Statement

Moving Forward

Prototype

Fig. 1 Current control plane prototype.
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Challenges in HPC storage:

Proposed Work
• Produce a scalable and dependable control plane suitable for 

HPC infrastructures.

• Provide control algorithms  to deliver accurate enforcement 
strategies at the storage infrastructure, such as I/O prioritization, 
bandwidth guarantees, latency control, and routing.
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• Leverage Software-Defined Storage (SDS) to mitigate the 
storage issues of HPC systems.

• SDS decouples the control layer and data storage into:

• The control plane design is often overlooked, with limited 
consideration for its scalability and dependability. 
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Fig. 2 Average latency of control cycles (in global controller) 
when the number of local controllers increases.
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